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STATISTICAL FORECASTING OF EARTH
TEMPERATURE RECORDS
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In this paper, we continue the research started in [5]. We apply the so-called Sin-
gular Spectrum Analysis (SSA) to forecast the temperature records taken from
http://vortex.nsstc.uah.edu/, the web-site of the National Space Science and Tech-
nology Center, USA, NASA. We compare the forecasts we made three years ago and
published in [5] with the temperatures actually recorded. By doing so we demon-
strate that our forecasts were quite accurate. We then forecast the temperatures
for the next several years and show that the forecasts are not very different from
the ones we made earlier: according to our forecasts, the Earth temperatures are
neither increasing nor decreasing and will continue to be volatile.
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CTATUCTUNYECKWU ITPOT'HO3 I'NIOBAJIBHOU TEMIIEPA-
TYPHI BEMJIN

Ora crarhs SBIAETCS MPOJIOJKEHHEM HCCIIeJ0BaHusl, HadaToro B padore [5], rue
Mmeron, Anamm3 CunrynspHoro CleKTpa HPUMeHSIETCsI JJIsi IPOTHO33 BPEMEHHBIX
PAIOB TeMIlepaTyphl 3eMJIH, B3AThIX ¢ caiita Hanumonansnoro Ilentpa Kocmugeckoit
Hayku n Texunonornu, CIIA, HACA, http://vortex.nsstc.uah.edu/. B crarbe MbI
CpaBHHBaeM IIPOTHO3BI, CJEJIAHHBIE TPH IOJa Hasaj M OIyOJMKOBaHHBIE B [5], ¢
TeMIlepaTypaMy, M3MEPEHHBIMH 3a 3TH Tpu roma. CpaBHEHHe IIOKA3bIBAET, UTO
HAIIU IIPOTHO3BI ObLIM JOCTATOYHO TOYHBIMH. 3aT€M MBI IIPHBOJIUM IIPOTHO3
TeMIIepaTypbl Ha HECKOJIBKO JIeT BIIEpPE] M IIOKA3bIBAEM, YTO STH IIPOIHO3BI MAJIO
OTJIMYAIOTCSI OT IOCTPOEHHBIX panee. (COIVIACHO HAIIUM IIPOTHO3aM, TEMIIEPATYDPA
SeMin He yBesIMYUBaeTCd U He YMEHbBIIAETCH, & OyaeT MPOIO/KATh KOJIeOaThCH.

Kamouaessie caosa: Anamus Cunrysnsipaoro Crekrpa, MporHos.

We consider the temperature records repre-
senting the average temperature on Earth and
its parts during the last few decades. We
make a large number of forecasts of these
temperatures. To make the forecasts we ap-
ply the so-called Singular Spectrum Analysis
(SSA), which is a well-known tool of analyz-
ing and forecasting time series in climatology.
To achieve the robustness of forecasts, we choose

a wide range of parameters of SSA. Results show
that the forecasts are very stable. The most re-
cent forecasts confidently predict that the level
of temperatures in the next few years is going to
be very close the current level of temperatures.
Some additional results can be found at the web-
site http://earth-temperature.com/forecast/ and
in our previous paper [5].
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THE METHODOLOGY

Singular Spectrum Analysis

Singular Spectrum Analysis is a well-known
tool of analyzing and forecasting time series in
climatology in general and analyzing temperatu-
re records in particular, see e.g. (2,4, 7, 8]. There
are several versions. We shall use the most basic
version. A short description of this algorithm is
given below, see [3] and [4] for details.

Short description of SSA

Let x1,...,x7 be a time series of length
T. Given a window length L (1 < L <
T), we construct the L-lagged vectors X; =
(w4,...,w54-1)", i = 1,2,..., K =T —L+1,
and compose these vectors into the matrix
X = (xi-‘!'j—l)z'[:f:{l = [Xl R XK] .
This matrix has a size L x K and is often called
‘trajectory matrix’. It is a Hankel matrix, which
means that all the elements along the diagonal
1+ 7 =const are equal.
The columns X; of X, considered as vec-

tors, lie in the L-dimensional space R*. The
singular-value decomposition (SVD) of the ma-
trix XX7 yields a collection of L eigenvalues
and eigenvectors, which are often called Em-
pirical Orthogonal Functions (EOF). Sometimes,
the empirical covariance matrix of the series is
used in place of XX”. Let us choose the EOFs
corresponding to r largest eigenvalues of XX7,
where r is a given number, 1 < r < L. These
EOFs determine an r-dimensional subspace in
RL (call this subspace S,). The L-dimensional
data {X1,...,Xgk} is then projected onto this
r-dimensional subspace and the subsequent av-
eraging over the diagonals gives us some Hankel
matrix X which is considered as an approxima-
tion to X. The series reconstructed from X satis-
fies some linear recurrent formula which may be
used for forecasting.

SSA forecasting

There are several ways of constructing fore-
casts based on the SSA decomposition of the se-
ries described above, see Chapter 2 in [3| and
Chapter 3 in [4]. The most obvious way is to
use the linear recurrent formula which the se-
ries reconstructed from X satisfies. We how-
ever prefer to use the so-called ’SSA vector fore-
cast’ ([3], Sect. 2.3.1). The main idea of this
forecasting algorithm is as follows. Selection of
r eigenvectors of XX7 leads to the creation of
the subspace S,.. SVD properties give us a hope
that the L-dimensional vectors {X7,..., X} lie

close to this subspace. The forecasting algo-
rithm then sequentially constructs the vectors
{XK+1,XK+2,...} so that they stay as close as
possible to the chosen subspace S;.

Choice of SSA parameters

In the examples below, the length of the se-
ries is T = 373 and the forecasting horizon is
h =2 100. If the structure of the series is assumed
stable then large values of L of the order L =2 100
should be preferred to small values of the order
L = 10. We, however, do not assume that the
structure of the series is rigid. In this case, large
values of L would not give SSA enough flexibil-
ity. On the other hand, for small values of L, SSA
may be too sensitive to the noise and small varia-
tions in the trend. It is therefore natural to select
values of L somewhere in-between. Our choice is
20 < L < 50, which we believe is a rather broad
range.

The second SSA parameter to choose is r, the
dimension of the subspace S,. The choice of r
should depend on what we intend to forecast. For
example, if we observe some seasonal variations
in the data and we want to forecast these varia-
tions, then we have to choose r large enough to
capture these variations. There are several pro-
cedures (see e.g. [3]) for choosing the most suit-
able value of r (roughly speaking, r should be the
smallest among those values of r for which the
residuals after signal extraction pass the chosen
statistical tests for being a noise). These proce-
dures, however, are often not very reliable and
are not well suited for long- and medium range
forecasting.

In what follows, we choose r € [5,7]. We real-
ize that whatever the rule of selection of r, some
values of r are too small, which leads to us miss-
ing parts of the signal, but other values of r are
too large, which means that we include a sig-
nificant part of the noise into the ‘reconstructed
signal’. This, however, goes in line with one of
the main aims of our study, which is checking the
stability of the forecasts.

Stability of forecasts

Forming the samples of forecasts

Assume that we have a family of SSA fore-
casts which is parameterized by a parameter
00O =1{61,...,0n}, where § = (L,7) and m
is the total number of chosen pairs of parameters
(L,7). For each time moment ¢t < T, any g >0
and any # € © we can build a g-step ahead fore-
cast T¢44(0) based on the information z1,. .., z;.
Hence for any ¢ <T" we can compute the following
set of forecasting results:

Fy = {2744(0) : g € [h1,hs], 0 € O},
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where 0 < hy; < ho are some numbers. The
number of elements in the samples F; is M =
m(h2 - hl + 1) .

To sum up, our forecasting procedure gives us
T — Ty + 1 samples F; = {fl(t),...,f](\f[)} at all
t="Tp,...,T, where Tj is the first time moment
we make the forecasting.

Comparison of the samples

We now need to compare the samples F; (t =
To,...,T) to evaluate the stability of the corre-
sponding forecasts and decide whether at t = T
we have reached an acceptable level of stability.

The mean values of the samples F; are f; =

(fl(t) +...+ f](\f[))/M. As the future is unknown,
it is impossible to check whether the mean val-
ues f; give good approximations to the true val-
ues Expyy. Hence the values f; do not provide
much information about the quality of forecasts.

As measures of stability, we must consider the
behaviour of some characteristics of variability of
the samples F;. The most common among these
characteristics is the (empirical) standard devia-
tion of Fy:

M

St = ﬁ Z(fi(t) - ft)2-

=1

Another important characteristic of the sample
variability is the so-called range of the sample Fj:

t
max fi( )
i=1,...,M i=1,...,

Ry =

REsuULTS

Characteristics of forecast quality

We consider the Earth temperature records
from the web-site http://vortex.nsstc.uah.edu/
(National Space Science and Technology Center,
NASA, USA). The records represent the temper-
ature on Earth and some of its parts since De-
cember 1978. We did not not present the analy-
sis of longer temperature records as there is some
controversy around earlier temperature records,
see [6]. The series are the so-called tempera-
ture anomalies rather than the absolute tempera-
tures (temperature anomalies are computed rela-
tive to the base period 1951-1980). Working with
anomalies rather than with absolute temperature
records is customary in climatology, see for ex-
ample the publications and web-sites of the God-
dard Institute for Space Studies. In the present
subsection we follow [5] and use the data from
December 1978 to December 2009 so that alto-
gether we have T' = 373 data points. The first
time moment we start the forecasts is January

2005 implying Ty = 314. We forecast the series
until 2018 (longer-term forecasts are very similar)
by setting h; = 97, hy = 99.

We select the domain L € [20, 50] for the SSA
window length L and choose the first r € [5,7]
EOFs. Although a better forecast (with better
stability) can be obtained if we optimize the do-
mains of parameters L and r for each individual
series, we have fixed the domains to show the ro-
bustness of results. Furthermore, the results of
our study are very stable with respect to these
domains.

To illustrate our analysis, consider the series
of the global temperature on Earth and North-
ern Hemisphere temperature. These two series of
temperatures are discussed most often. We have
done similar analysis for some other series; the re-
sults are presented at the web-site http://earth-
temperature.com/forecast/. For each of the three
chosen temperature series we plot the following.

(I) Figures 1 and 4: the series itself, the SSA
approximation and SSA forecast for L = 50

and r = 7 computed at the last point t =T
(December 2009).

(IT) Figures 2 and 5 (left): the series — f;, stan-
dard deviations s; (light grey), ranges R
(dark grey) for ¢t = 314, ..., 373 (the aver-
ages f; are always plotted with the minus
sign for the purpose of clarity of display).

(III) Figures 2 and 5 (right): box-plots of the
samples Fy for t = 325, 337, 349, 361, 373.

(IV) Figures 3 and 6: forecasts for the tem-
perature at January 2018 using the series
xr1,...,xs for L = 20, 30, 40, 50, » = 5,7
and all ¢ =314, ..., 373.

Note that the markers on the x-axis in all plots
correspond to Januaries. To compare the fore-
casted values of the temperatures with recent val-
ues, note the average values of these tempera-
tures for 2000-2009: 0,222 for Earth; 0,312 for
Northern Hemisphere.
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Fig. 1. Earth temperature. The time series (gray),
the SSA approximation and the forecast for L = 50
and r = 7 (black).

157



15
\ 12
T 1
05} 08

e 056!

04]

05} 02|

2005 2006 2007 2008 2009 2010 3605 2008 2007 2008

=
0

Fig. 2. FBEarth temperature. Left: averages —f;
(black), standard deviations s; (light grey), ranges
R; (dark grey). Right: box-plots of the samples Fj.
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Fig. 3. Forecasts for the Earth temperature at Jan

2018; L = 20,30,40,50 and » = 5 (left) and r = 7
(right).
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Fig. 4. Northern Hemisphere temperature. The time
series (gray), the SSA approximation and the forecast
for L =50 and r = 7 (black).
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Fig. 5. Northern Hemisphere temperature: Left:
averages — f; (black), standard deviations s; (light
grey), ranges R; (dark grey). Right: box-plots of the
samples F;.
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Fig. 6. Forecasts for the Northern Hemisphere tem-
perature at Jan 2018; L = 20,30,40,50 and » = 5
(left) and r = 7 (right).

Assessing the accuracy of forecasts made
in 2009

In Figure 7 we can see that during the period
Jan 2010 to Sep 2013 the global Earth tempera-
tures roughly followed a typical forecast given in

I5].
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Fig. 7. Global Earth temperature. Gray: the original
time series from http://vortex.nsstc.uah.edu/ for the
period Dec 1978 to Sept 2013. Black: the SSA ap-
proximation until Dec 2009 and the forecast from Jan
2010 onwards. SSA parameters: L =50 and r = 7.

Figure 8 shows that for the global Earth tem-
peratures, all forecasts made in [5] for the pe-
riod Jan 2010 to Dec 2020 were very similar and
the actual global Earth temperature during the
whole period Dec 1978 to Sept 2013 was well in-
side the family of forecasts. Figure 8 also shows
that the forecasts made in Dec 2009 do not show
any significant change in the level of tempera-
tures.
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Fig. 8. Global Earth temperature. Top: the origi-
nal time series for the period Dec 1978 to Sept 2013
(gray) and the family of forecasts from Jan 2010 de-
fined by L = 20,...,50 and r = 5,7 (black). Bottom:
an extraction from the top graph showing the period
Jan 2010 to Dec 2014.

Figure 9 is similar to Figure 8 but shows the
North pole temperatures (rather than the global
Earth temperatures). Again, all forecasts made
in 2009 for the period Jan 2010 to Dec 2020 were
very similar and the actual global Earth tem-
perature during the whole period Dec 1978 to
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Sept 2013 was well inside the family of forecasts.
Unlike Figure 8, Figure 9 shows that the fore-
casts made in Dec 2009 indicate a very small in-
crease in the level of temperatures in the North
pole. This figure should be compared with Figure
16 where revised forecasts are shown. Note also
that although the forecasts were unable to catch
the volatility of the actual series, these forecasts
have shown the main trend (more precisely, the
absence of anv trend) verv accurately.
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Fig. 9. North Pole temperatures. Top: the origi-
nal time series for the period Dec 1978 to Sept 2013
(gray) and the family of forecasts from Jan 2010 de-
fined by L = 20,...,50 and r = 5,7 (black). Bottom:
an extraction from the top graph showing the period
Jan 2010 to Dec 2014.
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Fig. 10. South Pole temperatures. Top: the origi-
nal time series for the period Dec 1978 to Sept 2013
(gray) and the family of forecasts from Jan 2010 de-
fined by L = 20,...,50 and r = 5,7 (black). Bottom:
an extraction from the top graph showing the period
Jan 2010 to Dec 2014.

Figure 10 is similar to Figures 8 and 9.
It shows the South pole temperatures.

Unlike the global Earth and North pole tem-
peratures, the South pole temperatures never
showed any trend but were very volatile. The
volatility did not exhibit any patterns and this
was reflected in the SSA forecasts: all these fore-
casts were very close to a constant. Figure 10
shows that the South pole temperatures continue
to be volatile with no tendency apparent.
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Fig. 11. Northern hemisphere temperatures. Top:
the original time series for the period Dec 1978 to
Sept 2013 (gray) and the family of forecasts from Jan
2010 defined by L = 20,...,50 and r = 5,7 (black).
Bottom: an extraction from the top graph showing
the period Jan 2010 to Dec 2014.
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Fig. 12. Southern hemisphere temperatures. Top:
the original time series for the period Dec 1978 to
Sept 2013 (gray) and the family of forecasts from Jan
2010 defined by L = 20,...,50 and r = 5,7 (black).
Bottom: an extraction from the top graph showing
the period Jan 2010 to Dec 2014.

Figures 11, 12, 13 and 14 are similar to Figu-
res 8, 9 and 10 and deal with Northern hemi-
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sphere, Southern hemisphere, Earth land and

Earth ocean temperatures, respectively. These

pictures are self-explanatory. They show the

good quality of the SSA forecasts made in 2009

and the fact that the temperatures continued to

be volatile but did not rise in the last three years.
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Fig. 13. Earth land temperatures. Top: the origi-
nal time series for the period Dec 1978 to Sept 2013
(gray) and the family of forecasts from Jan 2010 de-
fined by L = 20,...,50 and r = 5,7 (black). Bottom:
an extraction from the top graph showing the period
Jan 2010 to Dec 2014.
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Fig. 14. Earth ocean temperatures. Top: the origi-
nal time series for the period Dec 1978 to Sept 2013
(gray) and the family of forecasts from Jan 2010 de-
fined by L = 20,...,50 and r = 5,7 (black). Bottom:
an extraction from the top graph showing the period
Jan 2010 to Dec 2014.

Forecasting from the present time until
Jan 2020

In the figures that follow we show the fami-
lies of the SSA forecasts of different temperatures
from Oct 2013 until Jan 2020. To make the fore-
casts we use SSA with the same parameters as
above; that is, L = 20,...,50 and » = 5,7. The
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data used is the corresponding temperature series
from Dec 1978 until Sept 2013, thus the length
of all series is 418.

Figures 15, 16, 17, 18, 19, 20 and 21 show fore-
casts (constructed using the most recent data)
of the temperatures for the Earth overall, North
pole, South pole, Northern hemisphere, Southern
hemisphere, Earth land and Earth ocean tem-
peratures, respectively. The new forecasts were
made using the data until Sept 2013 (that is, the
most recent data available at the time of submis-
sion of the present paper). These figures comple-
ment Figures 8, 9, 10, 11, 12, 13 and 14, respec-
tively. None of the forecasts shows any tendencies
for temperature increase. They show, however, a
lot of volatility and even a possibility of an in-
significant decrease of some temperatures.
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Fig. 15. Earth temperature. The time series (gray)
until Sep 2013, the family of forecasts (black) from
Oct 2013.
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Fig. 16. North pole temperature. The time series
(gray) until Sep 2013, the family of forecasts (black)
from Oct 2013 for L = 20,...,50 and r =5, 7.
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Fig. 17. South pole temperature. The time series
(gray) until Sep 2013, the family of forecasts (black)
from Oct 2013 for L = 20,...,50 and r =5, 7.
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Fig. 18. Northern hemisphere temperature. The time
series (gray) until Sep 2013, the family of forecasts
(black) from Oct 2013 for L = 20,...,50 and r = 5, 7.
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Fig. 19. Southern hemisphere temperature. The time
series (gray) until Sep 2013, the family of forecasts
(black) from Oct 2013 for L = 20,...,50 and r = 5, 7.
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Fig. 20. Earth land temperature. The time series
(gray) until Sep 2013, the family of forecasts (black)
from Oct 2013 for L = 20,...,50 and » = 5, 7.
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Fig. 21. Earth ocean temperature. The time series
(gray) until Sep 2013, the family of forecasts (black)
from Oct 2013 for L = 20,...,50 and r = 5, 7.
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